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Insider Threat

• What do we mean when we talk of insider threat?

• An abuse of privaledged access:
– Destruction / sabotage (e.g. information, physical).
– Theft (e.g. information, financial, physical).
– Theft for distribution (e.g. IP).

• Unlike a typical attack, the insider is entitled to act within 
the organisation, to fulfill their job role.
– How can we assess when entitled behaviour becomes malicious 

behaviour?



The CITD Project

• Sponsored by the Centre for the Protection of 
National Infrastructure (CPNI).

• Collaboration between University of Oxford 
(Cyber Security, e-Research and Business School), 
University of Leicester and Cardiff University.
– Psychology and behavioural analysis led by Leicester.
– Criminology analysis led by Cardiff.
– Cyber Security Centre focus on the detection algorithms.
– e-Research Centre focus on the visual analytics development.
– Business school focus on the education and awareness.



Highlights from 
Web-based Survey

Do you think that the threat from 
insiders is growing or 
diminishing? 

Almost half of the respondents 
felt that the threat from insiders 
was growing.

Please describe the extent to 
which you can predict insider 
threats before they conduct 
attacks.

Is insider-threat detection an 
important part of your 
organisation’s culture?

This is an important question that 
validates the aim of the overall 
project.  76% of managers said 
that they were only able to 
predict an insider attack with 
difficulty or not at all.

A strong majority say that insider 
threat detection was not part of 
the culture. This suggests that 
there may be cultural challenges 
in changing both attitudes and 
behaviour on the topic.



Conceptual Modeling



Conceptual Model

• Identifying the problem space, and the related elements 
that exist within this space.

• Insider Threat is not only a cyber issue – therefore, we 
need to understand the full scope of the problem.

• The conceptual model can help to inform aspects that 
should be considered in the implementation of a detection 
system.



Real world elements that 
exist within the context of 

the organisation
(e.g. system logs, exhibited 
behaviours, psychological 

mindset) 

Conceptual Model

Real World

Measurement

Hypotheses

Observer / Analyst

Measurements based on 
real world observations –
observed elements would 

each have a degree of 
confidence associated 

(e.g. measuring login times 
versus measuring stress?)

Hypotheses made regarding 
the observed insider.

What do we think of their 
intent based upon the 

measured data?



Elements that exist within 
the real world (system logs, 

exhibited behaviours, 
psychological mindset) 

Measurements based on 
real world observations –
confidence will depend on 

observed element 
(measuring login times 

versus measuring stress?)

Hypotheses made regarding 
the observed insider.

What do we think of their 
intent based upon 
measured data?

Conceptual Model

Real World

Measurement

Hypotheses

Observer / Analyst

What if we have an initial 
hypothesis about an 
insider’s behaviour?

We can explore the 
measured data based on 

this hypothesis

The measured 
representation of the real 

world enables the analyst to 
explore the data with 
regards to their initial 

hypothesis.



Conceptual Model

• Bottom-up reasoning:
– The data is used to identify suspicious behaviour which in turn 

alerts the analyst to draw a particular hypothesis.
– Machine learning and data mining concepts.
– Anomaly detection.

• Top-down reasoning:
– The analyst has their own hypothesis for which they would like to 

verify, in which case the data is utilized in order to support this.
– Visual analytics and visualization concepts.
– Data exploration.



Elements of the Model

• At the core of the conceptual model are the elements that 
exist within the problem space of insider-threat.

• All elements would be present within the real world level of 
the conceptual model.

• The elements would all be measureable (to some extent) 
to propagate upwards through the model.



Modeling Approach

• Conceptual
– What is the scope of information 

that could possibly be collected?

• Feasible
– What is actually feasible to 

collect?
– E.g., How would one quantify 

employee mentality or 
disgruntlement? 

• Ethical / Legal
– What is ethically feasible to 

collect?
– E.g., Social media monitoring 

may be a breach of privacy.

Conceptual

Feasible

Ethical / Legal
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HR/ Management 
Indicators

Personal details
Cultural background
Spouse/dependents 

details
(Mental) Health records

Remuneration
Memberships/qualificati

ons
Performance

Dissatisfaction
Unmet expectations
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Irregularity Report / 
Rumours

Suspicious behaviour
Combativeness with 

supervisor/colleagues
Request for Demotion

Outside interests
Wrongdoing
Addictions

Over-inquisitive
Misdemeanors

Debt
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Warnings
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Terminations

Concerning behaviours
Complaints/grievances

Extreme stress and anxiety
Threats against organisation or 

people
Warnings to organisation 

especially if unheeded security
Rule breaking / security 

violations
Electronic abuse / interest in 

hacking
Rebelliousness

Difficult to manage
Untrustworthiness
Tardiness / truancy
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Construction of the 
Detection Prototype

• IDS-inspired architecture: sensors/monitors, databases, data 
mining and attack correlation, visual analytics.

• Alert for both anomaly detection and misuse: learning 
algorithms to understand normal behaviour combined with data 
mining to find events (single and chained) in large datasets.

• Connection between detection algorithms and visual analytics 
interface to support semi-supervised learning.

• Exploration of performance for subsets of data, attack sensor 
sources and system configrations.

• Validation via experimentation.



Current Architecture
Reasoning Module Data Repository User Interface

Insider 
Analytics

System 
Configuration

Insider 
Observatory

Insider Model

Attack 
Database

Employee 
Activity 

Database

Policy 
Database

Data 
Parser

Compare 
against 

User 
Profile

Update Belief of Threat

Compare 
against 
Policy 
Profile

Policy 
Violation

Compare 
against 
Attack 
Profile

Recognised 
Attack

Update 
User 

Profile

Session 
feature set

Activity 
feature set

Update 
Role 

Profile

Compare 
against 

Role 
Profile



Our approach

• A probabilistic, generative model of user behaviour.
– Models the activities that the user performs, the associated 

attributes with these activities, the time activities are performed 
and how frenquent these activities are performed.

• Unsupervised – we do not assume in advance what 
defines anomaly behaviour, or threatening behaviour.

• Online – the system learns the user profile in real-time as 
new data is observed.



Test Data
• Logon, USB Device, 

E-mail, Web, File activity logs.
• Could also introduce 

additional logs (physical 
access, ftp, ssh, application 
usage).



Statistical Profiling

Employee monitoring that does 
not show deviating behaviour 

• Statistical profiling 
of employee 
behaviour.
– Normal vs

current
– Individual, role, 

organisation

• Measure deviation 
from 
typical/normal 
usage.
– Unusual logins, 

increase in 
emails/web 
browsing, new 
contacts, access 
of new server 
files… etc.



Statistical Profiling

Employee monitoring that shows 
suspicious device usage

• Statistical profiling 
of employee 
behaviour.
– Normal vs

current
– Individual, role, 

organisation

• Measure deviation 
from 
typical/normal 
usage.
– Unusual logins, 

increase in 
emails/web 
browsing, new 
contacts, access 
of new server 
files… etc.



Digging deep in data

• Some activities will also carry content that should be 
incorporated into an employee profile.
– Email message, web site content, file content.

• Whilst not essential for the system, this information would 
provide greater context to an employee’s mindset.
– What do web browsing habits suggest about an employee?
– If a file has been modified, what exactly has been modified?
– What does the sentiment of their e-mails suggest about an 

employee?

• Opens up issues surrounding employee privacy –
organisation to decide on level of desired monitoring.



Profile Metrics

Technical metrics: Physical metrics: Behavioural metrics:

#logins
login duration

#unique_logins
earliest_login
latest_login

#usb_insertions
#unique_usb_insertions

#usb_upload_MB
#usb_download_MB

#emails_sent
#unique_recipients

#new_recipients
earliest_email_sent
latest_email_sent

#emails_received
#unique_senders

#new_senders

#websites_visited
#unique_websites

#new_websites
browsing_duration

#files_created
#files_accessed

#unique_files_accessed
#new_files_accessed

#files_modified
#unique_files_modified

#new_files_modified
#files_deleted

email_bag_of_words
files_bag_of_words

website_bag_of_words
email_sentiment

keyboard_biometrics
mouse_biometrics

cpu_usage
memory_usage
network_upload

network_download
processes_running

Disgruntlement
Not accepting feedback

Anger management 
issues

Disengagement
Disregard for Authority

Performance
Stress

Confrontational
Personal Issues

Self-Centeredness
Lack of Depandability

Absenteeism
(Greitzer et al. 2012)

Openness
Conscientiousness

Extroversion
Agreeableness

Neuroticism

Narcissism
Machiavellianism

Psychopathy

Workplace Affliation
Locus of Control

Attachment to others
Impulsivity

…more to be established with Leicester

#swipe_card_entries
earliest_swipe_entry
latest_swipe_entry

#keypad_entries
#keyfob_entries

CCTV monitoring

Workstation location
IP address

• Two forms of metric to 
consider:
– Daily-based metrics
– Activity-based metrics

Activity metrics:

user_new_activity
user_new_attribute
user_time_activity

user_time_attribute
user_count_activity

user_count_attribute
role_new_activity

role_new_attribute
role_time_activity

role_time_attribute
role_count_activity

role_count_attribute



• Principal Component Analysis
– Reduces n-D features to < n components based on variance.
– A user with a suddenly-large variance could indicate an anomaly.

• Requires a consistent n-D feature set for comparison
– e.g., login count, USB count, email count, file count.
– Can include time-based features (e.g., mean, earliest, latest…)
– Can also include ‘new’ accesses from user profile.
– Suitable for daily- or session-based profiling.

Anomaly Detection



Anomaly Detection

• Measurements are gathered from the employee profile data.
• Suspicious behaviour is likely to provoke an anomaly on 

one or more measurement.
• These provide a means to reason about the threat posed 

by a particular individual.



Analysis of Detection 
Results
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Analysis of Detection 
Results



Visual Analytics



Visual Analytics



Outcomes

• Conceptual model developed to identify the key elements 
that contribute towards insider threat.
– Human element is core to the model.
– Understanding the human aspect is clearly important to detect and 

prevent such attacks.

• Detection system developed that adopts a reasoning-
based approach for insider threat detection.
– Incorporates individual- and role-based profiling.
– Activity- and session-based profiling.
– Belief-based reasoning that constantly updates to observed data based on prior 

knowledge (e.g., logged activity, or human-observable).
– Initial results are encouraging – currently undergoing further experimentation.



Moving forward

• We have developed a detection prototype that proves 
effective for our initial testing on available data sets.

• We need to ensure that our system is widely applicable, 
and can cope with varied scenarios and different 
organisational data structures in order to be effective.

• Currently developing different data scenarios to 
experiment on – we also welcome those with real world 
scenarios who can share anomalized data or experiences 
to test against.



Thank you for listening.

Dr. Philip A. Legg
phil.legg@cs.ox.ac.uk

Cyber Security Centre, University of Oxford, UK.
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