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Introduction – Main Idea

• Can a user-trained predictive text 
model memorise a secret...

– and can we extract it?



"My password is 
Reindeerflotilla"

"Reaction"
"Reestablishment"
"Reindeerflotilla"



Introduction - Roadmap

• Background – Inference Attacks 
and The Secret Sharer
• Methodology – Model 

Architecture, Training Data, 
Attack Design
• Results & Discussion
• Conclusion and Further Work



Model Inversion Attacks
• Fredrikson, Jha, and Ristenpart (2015) Model inversion attacks that exploit 

confidence information and basic countermeasures



Memorisation & Exposure
• Carlini et al (2019) The Secret Sharer: Evaluating and Testing Unintended 

Memorization in Neural Networks



Our Approach

Text Corpus + Canary

Encoder

Training

"cwxyllopselonvfd"

{"aaa"
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"cwx"
… 

"zzz"}

Top 
predicted 
letters



Results



Overfitting?

• How do we define generalisation? What is the validation set?



Results in Perspective

• AES-CBC-256 encryption
• Using strongly random key
• Not brute-forceable on human 
timescale
̶ Small chance to crack it with a 
3-5-character search?



Conclusions & Future Work

• Language models are vulnerable to 
being mined for secrets.
• Mitigations – Sanitisation, Password 

construction, Model encryption/SMC
• Larger models, real devices
• GDPR Issues?



Thank you!

• Any questions?


